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Background
During discussions in several GSMA groups, mobile operators have reported implementation issues with the monitoring of their 5GS signalling traffic between the NFs both on their internal SBI and the signalling via the external N32 and N9 interfaces due to the encrypted information transfer with (m)TLS, which generally applies across all the SBA interfaces.
This LS seeks guidance from 3GPP on the implementation alternatives for feeding network monitoring systems in the best manner respecting the “security by design” principle adopted for 5GS and providing the operational staff with a real-time monitoring capability for their network surveillance tasks, traceback actions and error diagnostic research actions.
Discussion
In existing 2G, 3G and 4G networks, the SS7, Diameter and GTP signalling traffic is transferred in the clear and can be used to provide a real-time feed to network monitoring systems. The information from different network resources is correlated, analysed and presented to the operational staff for their network surveillance tasks, traceback actions and forensic troubleshooting actions.
In 5GS, signalling traffic is encrypted via the mandatory use of (m)TLS between all NFs inside a PLMN. This implies that communications over the SBA, as well as non-SBA interface N4, are authenticated and encrypted. In addition, external N32 interfaces between PLMNs via SEPPs and N9 interfaces via UPF/IPUPS are similarly authenticated and encrypted by mandate. This has an impact on how network monitoring for service assurance and other network supervisory systems can be accomplished. The following solutions have been considered:
The use of passive network taps or other means to retrieve a copy of the encrypted signalling traffic requires the monitoring system to be integrated with key management systems for the active elements on the SBA network.
The active elements on the SBA network (and non-SBA for the N4 interface) support a data streaming facility to send a copy of the signalling traffic to the monitoring system. This provides a solution without the extra installation and operation costs for a separate tap network.
The following additional potential solutions were also considered but come with specific limitations and risks:
Use of Enterprise TLS configured as a Man-In-The-Middle (MITM) TLS proxy acting both as a front-end TLS server to a requesting NF client and as a front-end TLS client to the remote NF server. TLS proxies introduce intrusion opportunities and vulnerabilities for attackers and any vulnerability in such a front-end MITM TLS proxy can significantly downgrade network security.
Use of Call Detail Records (CDRs) generated by the active elements on the SBA network. However, with CDRs, the visibility of the network actions are reactive because the results normally become available after the call releases and only for completed calls. This doesn’t work in real-time and essential details may be lost as not all the signalling details are recorded in a CDR.
Full native ethernet packet capture in 5G is difficult to achieve. PNF monitoring traditionally utilised physical taps meaning that the captured ethernet packet was native and at line speed. Whereas, working in a container environment it is likely that layer 2 and 3 information will be lost when entering the container. When troubleshooting network issues, the IP layer needs to be considered as well as the application layer. The unencrypted data can be captured at the operator’s service mesh where encryption and decryption of the signalling entering and exiting the NF takes place or by use of eBPF (extended Berkley Packet Filter) as a virtual tap that is loaded into the OS kernel.
The use of mTLS authentication as per TS 33.501 section 13 mandatory, but with NULL ciphering (defined as optional as per Note 2 of the same section). This configuration delivers a marginal improvement to machine identity safeguards within a PLMN. Confidentiality continues to be delivered through physical media ownership, underlying routing and hosting security. Multiple vendors have flagged 3GPP standards non-compliance as rationale for excluding runtime option for NULL ciphers in their software. This, while the same vendors advocate for disabling both mTLS and ciphering as an operator choice. This forces operators to take the decision to be non-conformant, and significantly downgrade network security to preserve visibility. 
The use of authentication with passive decryption systems that take advantage of wildcard certificates, shared keys and non-PFS session key generation ciphersuites. This respects TS 33.501 section 13, but allows operators to select suitable configuration of endpoints authentication with mTLS (mandatory) and encryption ciphering (optional as per Note 2 of the same section). This configuration delivers confidentiality via encryption and key escrow, with physical media ownership, underlying routing and hosting security reserved as depth-in-defence. Multiple vendors have flagged 3GPP standards non-compliance to TLS 1.3 (perfect forward secrecy) as rationale for excluding these runtime options in their software. One vendor even flagged wildcard naming of certificates as standards violating. While this downgrades network security, for operators this represents a stepping stone security improvement from a cleartext SBA.
The use of authentication with passive decryption systems that take advantage of certificates, key escrow systems, key indexing systems for offline decryption, and non-PFS session key generation ciphersuites. This respects TS 33.501 section 13, but allows operators to select suitable configuration of endpoints authentication with mTLS (mandatory) and encryption ciphering (optional as per Note 2 of the same section). This configuration delivers confidentiality via encryption and key escrow, with physical media ownership, underlying routing and hosting security reserved as depth-in-defence. Perpetuating the use of non-PFS ciphersuites marginally downgrades network security, but adds significant complexity. The lack of standardization of certificate and key management automation, represents a major barrier to security improvements from a cleartext SBA.
An initial evaluation of these options gives the following insights:
· The integration of the monitoring systems with key management systems for the active elements on the SBA network complicates the integration of network monitoring systems in 5GS networks. One must consider significant implementation variants among vendors that raises concern about reliability of the monitoring system, given that key management is a very critical element in the end-to-end security eco-system. This option conflicts with security best practice to restrict actors and access to key management systems.
· Given that option 2 is aligned with the network monitoring needs (for real-time surveillance and to ease the integration with monitoring systems), and is assumed to be best aligned with the “security by design” principle adopted for 5GS, the following integration methodology is suggested. 
[image: ]
The diagram illustrates, with the exception of the non-SBA interface N4, the three information flows over the vTAP interfaces that need to be monitored:
1. The internal 5G Core communication between NFs connected to the SBI:
a. For their internal 5G Core signalling a PLMN may decide for an unencrypted transfer if all NFs are grouped together and locally deployed and use direct message copies from the SBI.
b. Retrieve an unencrypted copy of the messages per NF. This implementation model is independent whether the signalling message transfer over the SBI is encrypted or not. Mandated encryption applies if the 5G Core is deployed in a distributed manner.
2. The control plane communication between external SEPPs via the N32 interface.
3. The user plane communication between external UPF/IPUPSs via the N9 interface.
4. The PFCP signalling via N4 between SMF - UPF and SMF – IPUPS.
We assume that these API solutions should be on par with the security of the other 5GS interfaces and e.g., based on TLS.  
Note – 	Information filtering and content anonymization may be needed to comply with privacy legislation and data protection regulations like GDPR and the security requirements in 3GPP TS 33.501 section 5.9.3.3 as well as for the protection of confidential system internal data in 3GPP TS 33.117 section 4.2.3.2.2.
Some additional guidelines need to be considered as part of the implementation solution of the vTAP interface(s) with the monitoring system:
· A real-time message copy should be done on the receiving NF side separately from the sending NF side. 
· The monitoring (probing) solution should be able to distinguish receiving traffic from transmitting traffic as the context for monitoring traffic is to see the traffic towards a monitored NF and from a monitored NF. This determination should use the 3GPP specification as it's source, therefore the NF must provide appropriate fields for source and destination. 
· The trigger point generating a message copy should be directly after decryption of the received message and just before encrypting the message to be sent. It is left open if the correlation of messages for the same session is within the monitoring system or correlated before being given to the monitoring system. 
· Transport of data from the vTAP interface to the monitoring system should be limited to a small number of different mechanisms e.g. port to port, gRPC, GRE or Kafka to assist monitoring vendors with ingestion of traffic feeds.
Because monitoring systems are not in scope of the work in 3GPP, it is assumed that GSMA may need to work further on this aspect.
Actions
GSMA kindly asks 3GPP SA2, SA3 and SA5 to take the above information into account and to comment on the above implementation options.
Specific feedback on option 2 would be welcomed with technical references and guidance on implementation best practices. 
GSMA also welcomes 3GPP’s thoughts on whether there are differences to consider per use case like intra-PLMN/inter-PLMN, voice/data, control/user plane monitoring.
Lastly, GSMA would be grateful if 3GPP could consider defining a standard interface for monitoring systems in future releases.
Next Meetings
5GPKIWP	11th October 2023
5GPKIWP	25th October 2023
5GPKIWP	8th November 2023
5GPKIWP	22nd November 2023
5GPKIWP	6th December 2023
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